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INTRODUCTION 

The General data Protection Regulation (GDPR) empowers data subjects through a range of rights. A 
data subject has the right to information (Articles 12-14), the right of access (Article 15), the right to 
rectification (Article 16), the right to erasure (Article 17), the right to restrict processing (Article 18), 
the right to data portability (Article 20), the right to object (Article 21) and the right not to be subject 
to a decision based solely on automated processing (Article 22). 

This report covers techniques and methods that can be used for effective implementation of data 
subject rights, specifically, the rights to rectification and the right to erasure when AI systems have 
been developed with personal data. This report addresses these rights together because rectification 
involves erasure followed by the inclusion of new data. These techniques and methods are the result 
of early-stage research by the academic community. Improvements and alternative approaches are 
expected to be developed in the coming years.  

1 CHALLENGES 

AI systems are trained on data that is often memorised by the models (Carlini et al., 2021). Machine 
learning models behave like lossy compressors of training data and the performance of these models 
based on deep learning is further attributed to this behaviour (Schelter, 2020; Tishby & Zaslavsky, 
2015). In other words, machine learning models are compressed versions of the training data. 
Additionally, AI models are also susceptible to membership inference attacks that help to assess 
whether data about a person is in the training dataset (Shokri et al., 2017). Thus, implementing the 
right to erasure and rectification requires reversing the memorisation of personal data by the model. 
This involves deletion of (1) the personal data used as input for training, and (2) the influence of the 
specific data points in the trained model. 

There are several challenges to effectively implement these rights (Bourtoule et al., 2021):  

1. Limited understanding of how each data point impacts the model: This challenge is 
particularly prevalent with the use of deep neural networks. It is not known how specific input 
data points impact the parameters of a model. The best known methods rely on “influence 
functions” involving expensive estimations (by computing second-order derivatives of the 
training algorithm) (Cook & Weisberg, 1980; Koh & Liang, 2017). 

2. Stochasticity of training: Training AI models is usually performed by random sampling of 
batches of data from the dataset, random ordering of the batches in how and when they are 
processed, and parallelisation without time-synchronisation. All these make the training 
process probabilistic. As a result, a model trained with the same algorithm and dataset could 
result in different trained models (Jagielski et al., 2023). 

3. Incremental training process: Models are trained incrementally such that an update relying 
on specific training data point will affect all subsequent updates. In other words, updates in 
the training process depend on all previous updates. In the distributed training setting of 
federated learning, multiple clients keep their data and train a model locally before sending 
the updates to a central server. In such a setting, even when a client only once sends its update 
and contributes to the global model at the central server, the data and the contribution of this 
client influences all future updates to the global model.  
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4. Stochasticity of learning: In addition to the training process, the learning algorithm is also 
probabilistic. The choice of the optimiser, for example, for neural networks can result in many 
different local minima (result of the optimisation). This makes it difficult to correlate how a 
specific data point contributed to the “learning” in the model. 

2 HOW TO DELETE AND UNLEARN 

1. Data Curation and Provenance: Essential elements to implement the rights in Articles 15-17 
of GDPR are data curation and provenance. However, these are necessary but not sufficient 
for implementing these rights completely as they do not include information related to how 
the data influenced the trained model. These are prerequisites for the other approaches in 
this report. 

2. Retraining of models: Deleting the model, removing the personal data requested to be 
erased, and then retraining the model with the rest of the data is the method that implements 
the rights in Articles 16-17 of the GDPR effectively. For small models, this method works well. 
However, for larger models, the training cost is very expensive and often alternative 
approaches might be required, especially when numerous deletion requests are expected. 
Furthermore, this approach, and many of the other approaches, assumes that the model 
developer is in possession of the training datasets when the requirement to delete and retrain 
arises. 

3. Exact unlearning: To avoid retraining the entire model, approaches to unlearn the data have 
been proposed. Despite the growing literature, there are very few unlearning methods that 
are currently most likely to be effective. 

a. Model agnostic unlearning: This method is not dependent on the specific machine 
learning technique. It is the only approach which has been shown to work for deep 
neural networks. This approach either (1) relies on storing model gradients (Wu et al., 
2020), or (2) relies on the measurement of sensitivity of model parameters to changes 
in datasets used in federated learning (Tao et al., 2024), or (3) modifies the learning 
process to be more conducive to unlearning (Bourtoule et al., 2021).  

The latter, known as SISA (Sharded, Isolated, Sliced, and Aggregated), is currently the 
best-known approach. It involves modifying the training process, but is independent 
of specific learning algorithms (Bourtoule et al., 2021). This approach presets the 
order in which the learning algorithm is queried to ease the unlearning process. The 
approach can be described as follows: 

i. The training dataset is divided into multiple “shards” such that each training 
data point is present in only one “shard”. This allows for a non-overlapping 
partition of the dataset. It is also possible to further “slice” the “shards” so 
that the training is more modular and deletion is eased further. 

ii. The model is then trained on each of these shards or slices. This limits the 
influence of the data points to these specific shards or slices. 

iii. When a request for erasure or rectification arrives, unlearning is performed, 
not by retraining the entire model, but by retraining only the shard or slice 
that had included the “delete requested” data.  
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This method is flexible. For instance, the shards can be chosen such that the most 
likely “delete request” data are in one shard. Then, fewer shards will need to be 
retrained, assuming that personal data and non-personal data are separated as part 
of data curation. 

b. Model intrinsic unlearning: These methods are developed for specific AI techniques. 
For instance, the methods that are suitable for decision trees and random forests have 
been shown to be effective (Brophy & Lowd, 2021) by using a new approach to 
develop decision trees and then relying on strategic thresholding at decision nodes 
for continuous attributes, and at high-level random nodes. Then the necessary 
statistics are cached at all the nodes to facilitate removal of specific training instances, 
without having to retrain the entire decision tree.  

c. Application specific unlearning: While exact unlearning is generally expensive in 
terms of computation and storage, some applications and their algorithms are more 
suitable to exact unlearning. Specifically, recommender systems based on k-nearest 
neighbour models are well suited due to their use of sparse interaction data. Such 
models are widely used in many techniques including collaborative filtering and 
recent recommender system approaches such as next-basket recommendation. Using 
efficient data structures, sparse data and parallel  updates, personal data can be 
removed from recommendation systems (Schelter et al., 2023). 

4. Approximate Unlearning: Significant amount of technical literature on machine unlearning 
focuses on approximate unlearning, where the data is not deleted, but instead, the model is 
adjusted such that the probability of the influence of the data, estimated based on proxy 
signals, on the model is reduced. Approximate unlearning is less expensive in terms of 
computation and storage requirements. 

a. Finetuning: Once a model is trained, it can be finetuned for many purposes including 
the approximate removal of the effect of the data that has been requested to be 
deleted (Golatkar et al., 2020; Warnecke et al., 2023). When a deletion request along 
with the “removal dataset” (the data to be removed) is received, the model is trained 
again for a few epochs on this “removal dataset” such that the model “forgets” it. 

b. Influence unlearning: Approximate unlearning approaches have been proposed that 
rely on estimating the influence of specific data on the model (Izzo et al., 2021; Koh & 
Liang, 2017). This estimation is then used to update the model for unlearning, which 
is akin to finetuning. Usually, these approaches also require additional model training. 
However, to reduce the computation, it is also possible to prune the model (or reduce 
the size) before the unlearning process (Jia et al., 2023).  

c. Intentional misclassification: When a request to delete specific data about a person 
is received, the model owner intentionally misclassifies these data points. This can be 
achieved with access to the pre-trained model and the data points provided by the 
data subject with the deletion request but does not require access to the rest of the 
training dataset (Cha et al., 2024). Another approach, saliency unlearning, tackles the 
problem of unlearning at the level of weights rather than data or model. It relies on 
estimating the weights that are most relevant (salient) for unlearning before 
deploying random labels for the data to be deleted (Fan et al., 2024). This approach 
has been proposed for image classification and generation. 

d. Parameter deletion: Another approach to unlearn without deleting the data from the 
model but removing its influence involves storing a list of data and parameter updates 
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during the training process. When a deletion request arrives, the parameter updates 
are undone (Graves et al., 2021). Due to the need to store the parameter updates, 
this approach has a high storage requirement, especially for large models, although 
less than that for exact unlearning. 

5. Differential privacy and model retiring policy: Differential privacy gives a mathematical 
guarantee that there is a bound on the contribution of individual data point to the model and 
that this contribution is small. However, the contribution is not zero,1 thus necessitating 
“unlearning” (Chandrasekaran et al., 2021). One approach is to combine differential privacy 
with a policy to periodically retire or delete the model and retrain a differentially private 
model, instead of retraining for every deletion request. 

When a deletion request is received, if the relevant personal data is in the possession of the 
data controller, then the data should be deleted. The model deletion is not performed for 
every request because it is unclear how individual personal data points impact the 
differentially private model. However, once there is a sufficiently large number of requests, 
then, put together, these data points would affect the model (still unknown how exactly), and 
thus there is reason enough to delete the model and retrain the model with differential 
privacy. 

3 WHAT TO UNLEARN 

1. Samples: A deletion request for a specific piece of information or sample about a person. 
Methods described in the previous section have been developed for this setting. 

2. Features: In some applications, features and labels may hold certain personal characteristics 
that are to be deleted. An approximate unlearning method has been proposed for this 
purpose by estimating the influence of specific features on the model parameters (Warnecke 
et al., 2023). This method can be used to unlearn features in a trained model for thousands of 
data subjects. Another approach involves estimating the correlation between features that 
could represent the personal characteristics and then to progressively unlearn these features 
(Guo et al., 2022). This method is most applicable for deep neural networks in the image 
domain, for example, facial recognition systems, where the deeper layers of the neural 
networks are smaller (Nguyen et al., 2022). 

3. Class: AI systems can be designed to classify outputs into one, two or many different classes. 
In certain applications, the data to be deleted is represented as a class in the trained model. 
In some facial recognition applications, all data points about a person in the form of facial 
images belong to a particular class and if a person requests for their personal data to be 
deleted, then the classification should not work for this person’s class. A couple of 
approximate unlearning methods introduce noise such that the classification error for the 
deletion class is maximised and then the model is “repaired” to maintain the performance for 
the rest of the data (Chundawat et al., 2023; Tarun et al., 2024). These methods do not delete 
all the samples associated with the class, but instead manipulate the trained model for this 
class directly.  

                                                           
1 It would be impossible for a model to learn from the training data if the contribution is zero (Bourtoule et al., 
2021). 
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When image classification or facial recognition technology is developed by training 
Convolutional Neural Network (CNN) models with federated learning, the class is selectively 
pruned based on extracting features in the images that contribute to different classes (Wang 
et al., 2022). The person making the deletion request locally extracts these features for their 
images and sends it to the central server, who then prunes the class from the global model. 

4. Client: When AI systems are developed with federated learning that includes contribution 
from multiple clients, a client (or a person) might request that their entire contribution to the 
global model due to their local dataset be deleted. Due to the incremental training process, 
only deleting the updates to the global model made by this client is insufficient to remove the 
influence of this client’s data. An approach known as FedEraser stores historical parameter 
updates at a central server to sanitise all updates that followed the updates of this client (Liu 
et al., 2021). The sanitisation process involves collaborative updates from the remaining 
clients whose contributions are still part of the global model.  

4 APPROXIMATE UNLEARNING VERIFICATION 

Approximate unlearning methods have been proposed with the claim that they are indistinguishable 
from retraining the model from scratch without the deleted data. The claims are usually based on 
metrics such as indistinguishability to a hypothetically model retrained from scratch, unlearning 
accuracy, remaining accuracy and membership inference attacks.  

Unlearning accuracy is the accuracy of the unlearned model on the data expected to be forgotten. 
Remaining accuracy is the accuracy of the unlearned model on the remaining data. Membership 
inference attacks (MIAs) are used in an attempt to extract “deleted” data from the updated model. If 
the probability of such extraction is around 50%, then the “deletion” is treated as a success. However, 
MIA is a privacy attack and relying on it for testing is unreliable. A well-developed model will not be 
susceptible to MIA, in which case, MIA cannot be used as a proxy signal to test unlearning. 

Furthermore, approximate learning lacks strong guarantees. These metrics do not address a very basic 
concern: it is possible to obtain two models with similar weights and parameters with non-overlapping 
training data (Thudi et al., 2022). That is, removing an influence of a particular parameter is not 
sufficient to have “deleted” the data as the influence could have been from a different data. 
Moreover, the assumption of having to unlearn a model that is indistinguishable from retraining from 
scratch itself may not be the right approach. This is because a model retrained from scratch could have 
different model distributions due to the stochasticity of training (Goel et al., 2022; Yang & Shami, 
2020). 

5 CONCERNS WITH MACHINE UNLEARNING 

1. Privacy: Just like machine learning, machine unlearning also introduces privacy concerns. 
Membership inference attacks (Shokri et al., 2017) that have been shown to attack machine 
learning can also be used against machine unlearning (Chen et al., 2021). The concern here is 
that when it is possible to query a model twice, once before unlearning and once after 
unlearning, the person querying could deduce which data was deleted. 

2. Bias: When deletion requests are made, minority classes are more adversely affected because 
the datasets in the real world are not balanced. When it comes to data deletion requests, not 
everyone is equally likely to make such requests. It has been shown that there is a correlation 
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between the unlearning probability and class labels (Koch & Soll, 2023). Thus, it is imperative 
that accuracy of models for sub-categories are assessed after unlearning to assess for bias. 

6 LIMITING PERSONAL DATA OUTPUT FROM GENERATIVE AI 

The approaches discussed thus far address applications including facial recognition technology where 
personal data processing is concerned. AI systems are susceptible to privacy leakages and to 
adversarial attacks such as MIA. This is also true of generative AI systems, which could generate 
personal data as part of its output. Text generation AI based on large language models have been 
shown to be more susceptible to MIA than small models (Carlini et al., 2021). 

In generative AI systems, personal data is output when explicitly prompted (E.g., Give me the birth 
date of [person name]). The same can take place with image and video generation tools as well. 
Personal data is also output when not explicitly prompted. These generative AI tools make things up 
or “hallucinate” (Maynez et al., 2020) and generate factually incorrect content that could reveal 
personal data about people. E.g., when information about one person is asked and a large language 
model outputs information about another person (with their name) (D. Zhang et al., 2023). 

The area of research to limit generation of personal data from generative AI is new, and much less 
mature than the field of machine unlearning, which by itself is quite young. 

1. Model finetuning: In the case of diffusion models (e.g., Stable Diffusion), a method has been 
proposed to finetune the model such that specific concepts are not output in the images 
(Gandikota et al., 2023). This method eliminates visual concepts such as specific artistic styles, 
nudity and certain objects. A similar approach can be used to prevent generation of images 
with specific personal characteristics (E. J. Zhang et al., 2023). Another approach known as 
“selective amnesia” applies continuous learning to forget concepts from generative models 
based on variational autoencoders and diffusion models (Heng & Soh, 2024).  

2. Data redaction: A variant of model finetuning uses data and class redaction techniques to 
limit generation of specific outputs in generative adversarial networks (GANs). A set of data 
that should not be generated is selected as a redaction set, which is then used to generate a 
“fake distribution” such that outputs falling within the redaction set are penalized (Kong & 
Chaudhuri, 2023). This approach is based on similar approaches that re-train models to limit 
generation of specific outputs (Asokan & Seelamantula, 2020; Hanneke et al., 2018; Sinha et 
al., 2021). 

3. Output modification: The output of image generators can be modified to not generate specific 
kinds of images. This can be achieved by training a machine learning classifier to modify 
outputs before they are revealed to the end users (Rando et al., 2022) or by incorporating 
additional information and guiding the inference process (Schramowski et al., 2023). 
Alternatively, reinforcement learning with human feedback can be used (Bai et al., 2022; 
Ouyang et al., 2022) to prevent generation of personal data. However, such methods have 
many shortcomings (Casper et al., 2023) and are shown to be easy to circumvent, especially 
when the end user has access to the parameters, as is the case with fully open-source models.2 

                                                           
2https://www.reddit.com/r/StableDiffusion/comments/wv2nw0/tutorial_how_to_remove_the_safety_filter_i
n_5/ 
 

https://www.reddit.com/r/StableDiffusion/comments/wv2nw0/tutorial_how_to_remove_the_safety_filter_in_5/
https://www.reddit.com/r/StableDiffusion/comments/wv2nw0/tutorial_how_to_remove_the_safety_filter_in_5/
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CONCLUSION 

The GDPR offers data subjects with many rights. This report covers techniques and methods to 
implement the right to rectification and the right to erasure when AI systems process personal data. 
Implementing these rights is challenging but many technical approaches have been proposed. Data 
curation and provenance are prerequisites for these approaches. Some of the challenges such as 
stochasticity of training AI models can be modified to make compliance with data erasure requests 
easier (Bourtoule et al., 2021). Such design choices might have performance trade-off but are an 
aspect of data protection by design. Other important rights offered by the GDPR to data subjects are 
left to future projects.  

As a strong recommendation regarding data protection, only the use of completely anonymised data 
for the development and deployment of AI models would avoid obligations related to the correction 
and deletion of personal data in AI models. If it is necessary to use personal data, including 
pseudonymised data, to develop an AI model then the legal obligations to implement data subject 
rights apply. The updates and changes made to the AI model should be adequately logged and 
documented such that subsequent request for rectification and erasure of personal data can be 
fulfilled. 
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