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Introduction	
1. The	 European	 Data	 Protection	 Board’s	 (EDPB)	 commitment	 to	 clarifying	 the	

application	 of	 legitimate	 interest	 under	 Article	 6(1)(f)	 GDPR	 is	 a	 vital	 step	 in	
supporting	organisations	and	protecting	individuals’	rights	within	the	EU’s	evolving	
digital	 landscape.	 We	 welcome	 these	 efforts,	 especially	 as	 data	 controllers	 face	
increasing	 complexities	 in	 balancing	 technological	 innovation	 with	 privacy	
compliance.	However,	despite	the	expectation	among	stakeholders	across	sectors	for	
guidance	specific	to	AI	training	under	the	legitimate	interest	basis,	an	explicit	stance	
on	this	matter	remains	absent,	which	could	potentially	lead	to	inconsistent	practices	
across	 EU	 member	 states	 and	 crate	 compliance	 uncertainties	 for	 organisations	
worldwide.		
	

2. The	need	for	this	clarification	is	highlighted	by	the	unique	challenges	arising	from	AI	
training	 and	 the	 demand	 for	 EU-level	 consistency,	 which	 helps	 prevent	 disparate	
interpretations	 across	 jurisdictions.	 Without	 this	 guidance,	 organisations	 face	
challenges	 in	 applying	 legitimate	 interest	 consistently,	 and	 a	 growing	 body	 of	
guidance	provided	by	data	protection	authorities	in	the	EU	and	beyond		is	far	from	
consistent,	according	to	our	ongoing	research	on	this	matter.	Our	findings	reveal	that,	
while	 authorities	 generally	 favour	 a	 cautious	 approach	 to	 AI	 training,	 there	 is	 a	
notable	 variance	 in	 interpretations	 that	 complicates	 compliance	 efforts	 and	 risks	
uneven	protections	for	data	subjects.	
	

3. Our	primary	recommendation	is	to	include	a	dedicated	section	on	AI	training	within	
the	 EDPB’s	 legitimate	 interest	 guidance.	 In	 our	 view,	 this	 section	 should	 provide	
clarity	 and	 actionable	 steps	 for	 controllers	 and	 processors	 to	 develop	 viable	
compliance	 solutions	 that	 respects	 the	 rights	 and	 interests	 of	 individuals	 while	
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competing	 to	 develop	 better	 services	 and	 products.	More	 specifically,	 this	 section	
should	 articulate	 criteria	 for	 addressing	 different	 stages	 and	 tests	 of	 legitimate	
interest	 –	 a	 rather	 contextual	 and	 complex	 assessment	 process	 for	 controllers,	
particularly	in	the	context	of	AI.	To	aid	the	EDPB	to	develop	this	section,	we	draw	on	
our	ongoing	research	that	maps	and	evaluates	the	new	guidelines	on	generative	AI,	
particularly	those	considering	legitimate	interest	and	consent	as	the	lawful	basis,	as	
well	 as	 regulatory	 actions	 (notably	 including	 suspension	 of	 AI	 training)	 against	
several	big	tech	companies	to	negotiate	specific	compliance	steps.	For	this	purpose,	
we	explain	in	our	submission	why	a	dedicated	section	on	AI	training	in	the	EDPB’s	
guidance	is	urgently	needed	(in	part	2)	and	provide	actionable	recommendations	for	
the	formulation	of	this	section	for	a	new	iteration.		

II.	Justi.ication:	why	a	dedicated	section	on	AI	training	
is	urgently	needed	
	

4. We	respectively	urge	the	EDPB	to	include	a	dedicated	section	on	AI	training	sitting	
next	 to	 other	 scenarios,	 and	 firmly	 believe	 this	 is	 critical	 for	 global	 AI	 training	
practices	for	the	following	three	reasons.		

	
5. First,	Stakeholders	across	multiple	sectors	have	expressed	clear	expectations	for	the	

EDPB	 to	 provide	 guidance	 specifically	 addressing	 AI	 training	 under	 legitimate	
interest.	 In	many	 commentaries	 and	 analyses	 following	 the	 release	 of	 the	 EDPB's	
guidelines,	industry	experts	and	compliance	professionals	alike	have	noted	the	need	
for	clarity	on	how	AI	training	aligns	with	GDPR	principles.	This	guidance	would	not	
only	 support	 the	 development	 of	 responsible	 AI	 practices	 but	 also	 promote	 a	
balanced	approach	 that	aligns	with	 the	EU’s	broader	objectives	of	 fostering	digital	
innovation	 and	 upholding	 high	 standards	 of	 data	 protection.	 Moreover,	 the	
importance	of	clarity	in	AI	data	processing	is	underscored	by	the	EU’s	own	agenda,	
which	prioritises	 ethical	 and	 secure	 technological	 advancement.	The	EDPB’s	work	
programme	and	annual	 report	consistently	highlight	goals	around	enhancing	 legal	
certainty	for	emerging	technologies,	among	others.	Clear,	actionable	guidance	on	AI	
training	 would	 directly	 support	 these	 goals,	 enabling	 organisations	 to	 innovate	
confidently	 within	 GDPR’s	 framework	 while	 ensuring	 strong	 safeguards	 for	 data	
subjects’	rights.		

	
6. Second,	 several	 national	 and	 regional	 authorities	 have	 moved	 independently	 to	

clarify	the	application	of	GDPR’s	legitimate	interest	basis	in	the	context	of	AI	training,	
about	which	we’ve	provided	a	mapping	of	guidelines	issued	by	dozens	of	authorities.	
However,	these	authorities	often	differ	significantly	in	their	interpretations,	creating	
a	patchwork	of	perspectives	that	complicate	compliance	for	organisations	operating	
across	multiple	jurisdictions.	For	example,	some	national	authorities	take	a	stricter	
stance,	 emphasising	 restrictive	data	minimisation	and	 transparency	 requirements,	
while	others	adopt	a	more	flexible	approach,	especially	when	AI	training	aligns	with	
innovation	 and	 economic	 growth	 objectives.	 This	 lack	 of	 uniformity	 risks	
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undermining	GDPR’s	primary	goal	of	harmonisation,	leaving	both	data	subjects	and	
organisations	 without	 a	 clear,	 consistent	 standard	 for	 AI-related	 data	 processing.	
Guidance	 from	 the	 EDPB	 would	 foster	 greater	 coherence	 across	 member	 states,	
promoting	a	unified	framework	that	reduces	discrepancies	and	alleviates	the	burdens	
of	varying	interpretations.		

	
7. Third,	the	EDPB	has	already	engaged	–	albeit	moderately-	the	issue	concerning	the	

lawful	 basis	 for	 AI	 training,	 including	 legitimate	 interest,	 as	 part	 of	 its	 mandate	
through	the	OpenAI	Taskforce	report.	This	ongoing	focus	on	AI	reflects	the	EDPB’s	
recognition	 of	 the	 significant	 data	 protection	 implications	 associated	 with	 AI	
technologies	and	the	need	for	a	structured,	lawful	approach	to	AI	data	use.	Hence,	it	
is	 logical	for	the	EDPB	to	expand	on	its	current	efforts	and	build	upon	the	existing	
work	done	in	the	ChatGPT	Taskforce.	Moreover,	in	Section	IV	of	the	EDPB’s	guidance	
on	 the	 contextual	 application	 of	 Article	 6(1)(f)	 GDPR,	 several	 application	 cases	 of	
legitimate	 interest—such	 as	 for	 purposes	 of	 security	 or	 data	 processing	 in	
educational	 and	 research	 contexts—are	 comparable	 with	 the	 case	 of	 AI	 training.	
These	 examples	 already	 lay	 the	 groundwork	 for	 assessing	 legitimate	 interest	 in	
contexts	where	data	processing	serves	broader,	socially	beneficial	purposes,	yet	must	
be	balanced	with	data	protection	rights.	By	extending	and	comparing	this	analysis	to	
include	specific	use	cases	of	AI	training,	the	EDPB	can	provide	concrete,	actionable	
guidance	 that	 aligns	 with	 its	 existing	 interpretations	 and	 the	 practical	 needs	 of	
organisations	and	data	subjects.	

	
8. We	recognise	and	appreciate	the	EDPB’s	cautious	approach	in	considering	guidance	

on	legitimate	interest	for	AI	training.	We	understand	that	the	rapidly	evolving	nature	
of	AI,	the	diversity	of	applications,	and	the	need	to	carefully	balance	innovation	with	
data	 protection	 create	 significant	 challenges	 for	 issuing	 stable,	 comprehensive	
guidance.	Providing	detailed	guidance	on	such	a	complex	and	resource-intensive	area	
may	 stretch	 the	 EDPB’s	 resources,	 given	 its	 current	 remarkable	 workload.	
Furthermore,	the	fast	pace	of	AI	development	means	that	any	guidance	issued	today	
may	risk	becoming	outdated	as	new	models	and	techniques	emerge.	The	EDPB	may	
also	be	concerned	about	issuing	restrictive	guidance	that	could	inadvertently	hinder	
innovation,	 especially	 given	 the	 potential	 for	 AI	 to	 drive	 advancements	 across	
numerous	fields.	Finding	the	right	balance	between	promoting	responsible	AI	use	and	
ensuring	robust	data	protection	 is	a	delicate	 task;	overly	 stringent	guidance	could	
discourage	AI	adoption,	while	overly	permissive	guidance	might	fail	to	protect	data	
subjects’	rights.	With	the	impending	EU	AI	Act	and	other	sector-specific	regulations,	
the	EDPB	may	also	 face	 jurisdictional	challenges	 in	defining	where	 its	 role	 in	data	
protection	 ends	 and	 where	 AI-specific	 regulatory	 bodies	 should	 take	 over.	 This	
uncertainty	might	understandably	make	the	EDPB	hesitant	to	take	a	definitive	stance	
without	clarity	on	how	these	upcoming	regulations	will	interact	with	GDPR.		

	
9. Despite	 these	challenges,	we	believe	 that	dedicated	guidance	on	AI	 training	under	

legitimate	interest	is	indispensable	and	should	be	provided	at	this	critical	moment.		
Without	a	standardised	approach,	organisations	across	EU	member	states	are	left	to	
interpret	 compliance	 independently,	 leading	 to	 inconsistencies	 that	 undermine	
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GDPR’s	harmonisation	goals	and	risk	uneven	protection	of	data	subjects’	rights.		At	
the	dawn	of	 the	AI	Act	 implementation,	clear	EDPB	guidance	would	set	a	valuable	
standard	for	ethical	AI	practices,	reinforcing	the	EU’s	leadership	in	data	protection	
and	 responsible	 technology	 governance.	 In	 light	 of	 these	 considerations,	 we	
recommend	 that	 the	 EDPB	 introduce	 a	 dedicated	 section	 on	 AI	 training	 under	
legitimate	interest	to	provide	the	clarity,	consistency,	and	accountability	needed	to	
support	both	innovation	and	data	protection	within	the	EU.	

III.	Actionable	Points:	How	an	AI	training	section	can	be	
construed	

10. Relying	 on	 legitimate	 interest	 as	 a	 legal	 basis	 for	AI	 training	 and	deployment	 is	 a	
delicate	matter,	as	 it	 introduces	potential	unpredictability	 for	data	controllers	and	
challenges	 regarding	 explainability	 and	 awareness	 for	 data	 subjects.	 This	
unpredictability	can	undermine	legal	certainty,	which	is	critical	for	fostering	trust	and	
compliance.	Moreover,	a	strong	perception	persists	among	the	public	and	non-legal	
communities	that	legitimate	interest,	as	an	alternative	to	consent,	functions	as	a	“free	
pass”	 for	 exploiting	 personal	 data	 and	 privacy	 without	 sufficient	 control	 or	
transparency.	Such	concerns	cannot	be	dismissed	 if	 there	 is	no	guidance	explicitly	
requiring	safeguards,	procedures,	and	additional	protective	measures	beyond	data	
subject	engagement	to	ensure	the	privacy	and	data	protection	rights	of	individuals	
are	upheld.	
	

11. This	challenge	becomes	particularly	significant	in	the	context	of	AI	training,	where	
obtaining	meaningful	consent	is	often	impracticable	due	to	the	scale,	complexity,	and	
often	 indirect	 nature	 of	 personal	 data	 usage.	 Consequently,	 the	 need	 for	
comprehensive	guidance	on	the	application	of	legitimate	interest	in	AI	training	and	
deployment	is	more	urgent	than	ever.	Without	it,	organisations	may	struggle	to	apply	
legitimate	interest	responsibly,	and	individuals	may	feel	increasingly	alienated	from	
decisions	 affecting	 their	 data.	
	

12. The	 CJEU’s	 judgement	 on	 whether	 commercial	 interests	 can	 constitute	 legitimate	
interests	 has	 clarified	 that	 AI	 training	 in	 the	 private	 sector	 is	 not	 categorically	
excluded	from	relying	on	 legitimate	 interest	as	a	 lawful	basis	 for	data	processing.1	
This	 judgement	 has	 effectively	 removed	one	 of	 the	primary	barriers	 to	 the	use	 of	
legitimate	interest	in	the	private	sector,	making	it	nearly	indisputable	that	AI	training	
activities	may,	in	principle,	fall	within	the	scope	of	legitimate	interest.	However,	this	
recognition	also	amplifies	 the	need	 for	 safeguards,	 transparency	mechanisms,	 and	
clear	procedures	to	prevent	misuse	and	ensure	compliance	with	GDPR	principles.	By	
providing	 explicit	 guidance,	 the	 EDPB	 can	 address	 these	 concerns,	 offer	 legal	
certainty,	and	balance	innovation	with	robust	protections	for	data	subjects.	

 
1	Case	C-621/22	https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=CELEX:62022CJ0621		
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1.	Providing	overall	legal	certainty	on	legitimate	interest	as	a	basis	for	
AI	training	

13. In	this	section,	a	clear	proposition	should	be	made	on	whether	legitimate	interest	can,	
in	principle,	serve	as	a	lawful	basis	for	AI	training	under	GDPR,	provided	that	robust	
oversight	and	auditing	mechanisms	are	in	place	to	ensure	assessment	procedures	are	
conducted	diligently	 and	adequately,	 and	 that	necessary	 safeguards	 to	protect	 the	
rights	and	interests	of	data	subjects	are	clearly	articulated	in	authoritative	guidance	
and	routinely	audited.	
	

14. A	 permissive	 view	 has	 been	 expressed	 by	 several	 data	 protection	 authorities,	
including	the	UK’s	Information	Commissioner’s	Office	(ICO)	and	France's	Commission	
Nationale	de	 l'Informatique	et	des	Libertés	(CNIL),	who	recognise	 that	AI	 training,	
particularly	 when	 used	 for	 beneficial	 purposes	 such	 as	 research,	 innovation,	 and	
improving	 services,	 could	 qualify	 as	 a	 legitimate	 interest.	 However,	 this	
interpretation	is	not	universally	accepted,	with	some	authorities,	taking	a	different	
view,	arguing	that	AI	training	should	be	based	on	explicit	consent,	especially	when	
sensitive	personal	data	is	involved.	This	contrary	view	is	further	bolstered	by	recent	
scholarly	work	that	suggests	that,	taken	from	the	applicable	provisions	of	the	GDPR	
as	a	whole,	particularly	sensitive	data	processing,	consent	is	nonetheless	mandated	
leaving	 no	 room	 for	 a	 solution	 without.	
	

15. The	 risk	 remains	 that	 data	 controllers	 could	 exploit	 the	 flexibility	 of	 legitimate	
interest	to	process	personal	data	in	ways	that	do	not	provide	adequate	protection.	
The	 EDPB’s	 interim	 report	 by	 the	 ChatGPT	 taskforce	 touches	 on	 this	 issue,	
acknowledging	the	complexities	of	relying	on	 legitimate	 interest	 for	AI	processing,	
and	raising	concerns	about	its	potential	to	undermine	individuals'	rights.	The	EDPB’s	
recognition	 of	 these	 challenges	 stresses	 the	 need	 for	 clearer,	 more	 consistent	
guidance,	 particularly	 this	 one	 explicitly	 and	 specifically	 on	 legitimate	 interest,	 on	
how	 legitimate	 interest	 should	 be	 applied	 in	 the	 context	 of	 AI,	 to	 ensure	 both	
innovation	and	robust	data	protection	are	balanced.	

2.	Articulating	the	scope	and	substance	of	legitimate	interest	

16. The	recognition	of	a	legitimate	interest	under	GDPR	has	historically	been	fraught	with	
uncertainty,	 particularly	 regarding	 its	 applicability	 to	 commercial	 interests.	 This	
ambiguity	persisted	until	the	Court	of	Justice	of	the	European	Union	(CJEU)	issued	a	
judgement	 that	 sensibly	 broadened	 the	 scope	 of	 legitimate	 interest,	 defining	 its	
contours	 in	 a	 manner	 that	 encompasses	 a	 wide	 range	 of	 interests,	 including	
commercial	 ones.	 This	 ruling	 effectively	 resolved	 many	 disputes,	 underpinning	
broader	 acceptance	 among	 data	 protection	 authorities	 that	 AI	 training	 and	
deployment,	whether	for	commercial	purposes	or	otherwise,	can	rely	on	legitimate	
interest	as	a	lawful	basis.	
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17. Subsequently,	 guidance	 has	 largely	 focused	 on	 identifying	 explicitly	 unlawful	 or	
prohibited	practices	as	the	key	exclusions	from	legitimate	interest.	For	example,	CNIL	
references	Article	5	of	the	Artificial	Intelligence	Act	(AIA)	to	highlight	prohibited	AI	
practices	such	as	social	scoring	and	manipulative	systems,	while	German	authorities	
point	to	prohibitions	under	the	Digital	Services	Act	(DSA),	such	as	profiling	minors	or	
targeting	advertisements	based	on	sensitive	data	categories.	These	exclusions	serve	
to	 delineate	 the	 outer	 limits	 of	 legitimate	 interest	 by	 clarifying	 what	 cannot	 be	
justified	 under	 this	 legal	 framework.	
	

18. However,	 relying	 solely	 on	 the	 exclusion	 of	 explicitly	 unlawful	 or	 prohibited	 AI	
practices	 is	 insufficient	 for	 a	 meaningful	 recognition	 of	 legitimate	 interests.	 In	
practice,	 few	organisations	would	knowingly	or	explicitly	pursue	interests	that	 fall	
squarely	 within	 these	 prohibited	 categories.	 This	 exclusionary	 approach	 risks	
overlooking	the	more	nuanced,	and	often	implicit,	interests	that	may	arise	in	the	AI	
lifecycle.	For	instance,	AI	developers	and	deployers	may	frame	their	interests	in	terms	
of	innovation,	efficiency,	or	societal	benefit,	but	without	clear	guidance	on	how	these	
interests	align	with	legitimate	interest	under	GDPR,	significant	ambiguity	remains.	
	

19. To	address	this	gap,	there	is	a	pressing	need	to	move	beyond	the	binary	exclusion	of	
explicitly	 unlawful	 practices	 and	 toward	 a	 more	 substantive	 framework	 for	
recognising	legitimate	interests	in	AI.	This	would	involve	a	systematic	mapping	of	AI	
purposes	 and	 a	 structured	 evaluation	 of	 how	 these	 purposes	 align	 with	 GDPR	
principles,	ensuring	that	legitimate	interest	is	applied	consistently	and	transparently	
across	diverse	AI	applications.	By	doing	so,	data	protection	authorities	can	provide	
clearer	pathways	for	lawful	AI	development	and	deployment	while	safeguarding	the	
rights	of	data	subjects.	

20. Moreover,	we	recommend	 that	 the	EDPB	guidance	on	 legitimate	 interest	 in	 the	AI	
context	accommodate	and	reflect	several	principles	articulated	in	prior	guidance	on	
recognising	 and	 specifying	 legitimate	 interest.	 These	 principles	 provide	 critical	
insights	into	how	legitimate	interest	can	be	responsibly	defined	and	applied,	ensuring	
that	it	is	not	misused	or	overextended.	For	instance,	the	ICO	emphasises	that	when	
relying	 on	 broad	 societal	 interests	 as	 a	 legitimate	 basis,	 such	 interests	 should	 be	
actively	 realised	rather	 than	merely	assumed,	preventing	speculative	 justifications	
for	 data	 processing.	 Similarly,	 the	 CNIL	 underscores	 the	 importance	 of	 specificity,	
advocating	for	clearly	defined	and	narrowly	framed	interests	that	align	directly	with	
the	 processing	 purpose.	 Additionally,	 the	 Baden-Württemberg	 data	 protection	
authority	suggests	that	the	use	of	open-source	solutions	can	be	a	relevant	factor	when	
determining	 the	 legitimacy	 of	 an	 interest,	 as	 open-source	 practices	 may	 enhance	
transparency	and	accountability	in	AI	development.	These	principles	offer	valuable	
guardrails	that	the	EDPB	could	incorporate	into	its	guidance	to	ensure	that	legitimate	
interest	 is	 formulated	 with	 precision,	 accountability,	 and	 a	 clear	 connection	 to	
measurable	 outcomes.	 Introducing	 restrictions	 on	 how	 legitimate	 interest	 can	 be	
framed—such	 as	 requiring	 demonstrable	 societal	 benefits	 or	 prohibiting	 overly	
generic	 claims—would	 help	 ensure	 the	 framework	 supports	 ethical	 and	 lawful	 AI	
practices	while	maintaining	robust	protections	for	data	subjects.	
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21. With	regard	to	the	recognition	of	a	legitimate	interest,	we	acknowledge	the	growing	
interest	in	the	so-called	“list-based”	approach	gaining	traction	in	certain	jurisdictions,	
such	as	the	UK,	to	improve	legal	clarity.	While	there	is	no	consensus	on	how	such	an	
approach	may	transform	or	streamline	the	assessment	and	evaluation	processes	for	
legitimate	 interest,	 there	 have	 been	 notable	 attempts	 to	 incorporate	 this	
methodology.	In	the	context	of	AI,	authorities	such	as	CNIL	and	Baden-Württemberg	
have	highlighted	specific	examples	of	legitimate	interest	that	may	apply.	While	these	
efforts	are	commendable	from	a	practical	standpoint,	we	observe	certain	limitations	
in	their	current	implementation.	First,	there	appears	to	be	a	lack	of	transparency	and	
systematic	review	regarding	why	particular	scenarios	are	singled	out	as	legitimate	
interests	 and	 why	 others	 are	 excluded.	 This	 selective	 approach	 can	 give	 the	
impression	of	arbitrariness	and	fails	to	provide	a	comprehensive	understanding	of	
legitimate	 interest	 across	 the	 entire	 AI	 development	 and	 deployment	 lifecycle.	
Moreover,	 while	 listing	 examples	 of	 permissible	 processing	 activities	 may	 offer	
clarity	in	specific	contexts,	it	is	debatable	what	added	value	such	lists	contribute	to	
the	 overarching	 goal	 of	 identifying	 legitimate	 interests,	 particularly	 given	 the	
complexity	and	diversity	of	AI	applications.	Despite	these	concerns,	we	see	potential	
in	enhancing	this	list-based	approach	by	aligning	it	with	the	related	requirements	of	
purpose	 specification	 and	 limitation.	 In	 terms	 of	 granularity	 and	 scope,	 the	
expressions	 of	 legitimate	 interest	 and	 the	 purposes	 for	 processing	 personal	 data	
share	significant	overlaps,	if	not	full	alignment.	A	systematic	mapping	of	purposes,	as	
required	 under	 the	 GDPR’s	 purpose	 specification	 principle,	 could	 serve	 as	 a	
foundation	 for	 a	 more	 robust	 recognition	 of	 legitimate	 interests.	 Specifically,	 if	
controllers	systematically	document	all	purposes	for	personal	data	processing	across	
the	 AI	 lifecycle—including	 training,	 testing,	 and	 deployment—this	mapping	 could	
become	 instrumental	 in	 identifying	 legitimate	 interests	 comprehensively	 and	
consistently.	 Viewing	 this	 issue	 through	 the	 lens	 of	 the	 AI	 lifecycle,	 a	 critical	 task	
remains	 to	 map,	 reformulate,	 or	 conceptualise	 the	 various	 interests	 or	 purposes	
pursued	by	AI	developers.	This	effort	would	allow	for	the	identification	of	permissible	
legitimate	interests	in	a	structured	and	systematic	manner,	distinguishing	them	from	
those	that	fall	outside	the	framework	of	GDPR	compliance.	Such	a	methodology	would	
ensure	that	legitimate	interest	is	not	applied	in	a	piecemeal	or	overly	generalised	way	
but	is	validated	against	the	entirety	of	the	AI	development	lifecycle.	

3.	Focusing	on	main	controversies	rather	than	contextual	factors	

22. Both	the	necessity	test	and	the	balancing	test	under	the	legitimate	interest	framework	
are	 inherently	 fluid,	 raising	significant	 concerns	about	 their	 lack	of	 legal	certainty.	
The	necessity	 test	requires	 that	processing	must	be	 targeted	and	proportionate	 to	
achieving	 the	 stated	 purpose,	 and	 cannot	 rely	 on	 legitimate	 interest	 if	 a	 more	
reasonable	 and	 less	 intrusive	 alternative	 exists.	 This	 introduces	 ambiguity,	 as	
determining	 the	 "least	 intrusive"	 means	 can	 vary	 significantly	 depending	 on	 the	
context,	 particularly	 in	 complex	 scenarios	 such	 as	 AI	 training	 and	 deployment.	
Similarly,	the	balancing	test	requires	controllers	to	assess	whether	their	legitimate	
interest	 outweighs	 the	 potential	 impact	 on	 data	 subjects,	 including	 evaluating	
whether	data	subjects	have	a	reasonable	expectation	of	how	their	data	will	be	used.	
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While	 this	 step	 is	 central	 to	 protecting	 the	 rights	 and	 freedoms	 of	 individuals,	 its	
implementation	often	relies	on	an	ever-expanding	 list	of	 factors	 issued	by	various	
authorities,	such	as	the	sensitivity	of	the	data,	the	safeguards	in	place,	and	the	societal	
benefits	of	processing.	Although	these	factors	are	intended	to	provide	guidance,	their	
sheer	complexity	and	fluidity	often	hinder	practical	application,	creating	uncertainty	
for	controllers	and	leading	to	inconsistent	interpretations.	For	nuanced	scenarios	like	
AI	training,	where	data	use	may	diverge	significantly	from	data	subjects'	expectations,	
these	 uncertainties	 become	 even	more	pronounced.	 Critics	 argue	 that	 the	 current	
application	 of	 the	 balancing	 test	 fails	 to	 adequately	 protect	 individuals	 from	
exploitative	or	opaque	processing,	particularly	when	controllers	are	afforded	broad	
discretion	in	interpreting	these	standards.	This	discretion	risks	undermining	the	high	
level	 of	 protection	 historically	 associated	 with	 EU	 data	 protection	 standards	 and	
erodes	trust	 in	the	GDPR’s	protective	 framework.	To	address	these	challenges,	 the	
necessity	 and	 balancing	 tests	 must	 move	 beyond	 their	 current	 subjective	 nature.	
Clearer,	more	structured	guidance	is	needed	to	enhance	legal	certainty,	particularly	
for	 innovative	 and	 high-risk	 processing	 activities	 like	 AI	 training.	 Such	 guidance	
should	 focus	on	main	 controversies,	 ensuring	 that	 the	 rights	 and	 interests	of	data	
subjects	 are	 safeguarded	 through	 transparency,	 accountability,	 and	 consistent	
application.	
	

23. To	 achieve	 this	 legal	 certainty,	 we	 propose	 focusing	 on	 three	 key	 aspects.	 This	
approach	primarily	addresses	the	private	sector,	given	the	significant	influence	and	
scale	of	commercial	generative	AI	 (GenAI)	products,	and	we	acknowledge	 that	 the	
same	considerations	may	not	extend	directly	to	public	sector	scenarios,	such	as	AI	
systems	developed	or	fine-tuned	for	public	purposes.	By	focusing	on	several	aspects	
we	aim	to	ensure	that	the	balancing	test	provides	clearer,	more	consistent	outcomes.	
These	considerations	are	especially	pertinent	for	commercial	generative	AI	products,	
where	the	stakes	for	both	innovation	and	data	protection	are	particularly	high.	The	
formulation	 of	 guidance	 in	 these	 areas	 can	 help	 resolve	 ambiguities,	 align	
expectations,	 and	 reinforce	 the	accountability	of	 controllers	 in	applying	 legitimate	
interest	under	GDPR.	

Less	intrusive	means	

24. The	necessity	test	has	been	understood	in	practice	in	a	manner	that	is	aligned	with	
the	 proportionality	 test	 -	 requiring	 least	 intrusive	 means	 -	 For	 instance,	 in	 the	
Euroconsumers‘s	complaint	against	Meta,	it	is	argued	that	legitimate	interest	cannot	
be	relied	upon	as	consent	stands	as	a	reasonable	less	intrusive	means.2	This	raises	
the	question	as	to	whether	consent	is	given	the	priority	and	precedence.	There	are	
good	reasons	expressed	based	on	the	data	protection	enforcement	and	case-law,	for	
instance	 in	 Craddock’s	 analysis3,	 that	 such	 a	 precedence	 does	 not	 exist	 in	 the	 EU	

 
2	https://www.euractiv.com/section/data-privacy/news/x-slammed-with-data-privacy-complaint-over-ai-
training/		
3	https://www.linkedin.com/pulse/op-ed-ai-training-data-non-personal-consent-really-peter-craddock-
ko4ie/		

https://www.euractiv.com/section/data-privacy/news/x-slammed-with-data-privacy-complaint-over-ai-training/
https://www.euractiv.com/section/data-privacy/news/x-slammed-with-data-privacy-complaint-over-ai-training/
https://www.linkedin.com/pulse/op-ed-ai-training-data-non-personal-consent-really-peter-craddock-ko4ie/
https://www.linkedin.com/pulse/op-ed-ai-training-data-non-personal-consent-really-peter-craddock-ko4ie/
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jurisprudence,	and	legitimate	interest	can	be	chosen	regardless	of	whether	consent	is	
a	valid	and	practical	approach	that	the	EDPB	may	engage.		
	

25. On	 another	 aspect	 of	 the	 “less	 intrusive”	 test,	 the	 ICO	 reflects	 the	 current	 data-
intensive	 approach	 to	 machine	 learning	 that	 relies	 upon	 large	 volumes	 of	 data	
curated	on	 the	basis	of	web	scraping	 -	presumably	 including	personal	data.	A	 less	
intrusive	way	can	be	argued	that	alternative	means	of	ML	that	rely	on	less	data	but	
equivalently	 efficient	 and	 useful.	 Put	 it	 another	 way,	 the	 current	 mainstream	
approach	to	ML	that	rests	upon	large	volumes	of	data	via	web	scraping	is	ostensibly	
incompatible	with	the	principle	of	data	minimisation.	In	this	aspect,	we	contend	that	
the	specification	of	scenarios	where	personal	data	are	involved	are	still	useful	as,	for	
the	principle	of	data	minimisation	to	be	functional	and	operationalised,	one	has	to	
evaluate	the	necessity	and	adequacy	of	personal	data	only	in	a	specific	scenario.		
	

26. Indeed,	there	has	been	a	huge	debate	in	the	ML	scientific	communities	criticising	the	
current	 approach	 while	 reflecting	 potential	 alternatives. 4 	In	 the	 ICO’s	 view,	 this	
debate	has	a	bearing	on	evaluating	the	necessity	test	as	the	existence	and	possibility	
of	pursuing	a	distinct	approach	to	AI	training	could	render	it	unnecessary	to	rely	on	
such	a	large	volume	of	data,	thus	undercutting	this	entire	practice	of	LLM	training.	
However,	 the	 ICO	does	not	 think	 the	alternatives	 to	machine	 learning	are	realistic	
enough	to	pull	this	trigger.	Given	that	no	reliable	and	market-based	implementation	
of	such	ideas	has	taken	shape,	the	ICO	dismisses	the	view	that	the	current	AI	training	
approach	is	by	itself	unnecessary	should	the	controller	rely	on	legitimate	interest	as	
the	basis	for	personal	data	processing.		

Reasonable	Expectation	

27. A	 critical	 aspect	 of	 the	 balancing	 test	 is	 determining	 whether	 the	 specific	 use	 of	
personal	 data	 would	 be	 reasonably	 unexpected	 by	 the	 individual	 concerned.	 AI	
training,	 particularly	 in	 the	 context	 of	 generative	 AI,	 involves	 repurposing	 vast	
amounts	 of	 data	 for	 model	 development,	 a	 process	 that	 is	 often	 opaque	 to	 data	
subjects.	Given	the	novelty	of	these	practices	and	their	divergence	from	conventional	
data	 processing	 activities,	 individuals	 might	 not	 reasonably	 anticipate	 their	 data	
being	used	in	this	way,	as	is	epitomised	recently	by	the	LinkedIn’s	turned-on	toggle	
concerning	 generative	 AI	 training. 5 	This	 lack	 of	 awareness	 calls	 for	 heightened	
scrutiny	under	the	balancing	test,	emphasising	the	need	for	controllers	to	assess	and	
justify	 the	 unique	 nature	 of	 the	 processing	 and	 its	 alignment	 with	 data	 subjects’	
reasonable	expectations.	
	

28. With	a	comprehensive	and	detailed	overview	of	the	existing	guidelines,	we	find	that	
the	evaluation	of	a	reasonable	expectation	in	the	legitimate	interest	analysis	is	often	
intuitive	 and	 context	 dependent.	 For	 instance,	 in	 the	 inspection	 by	 the	 Brazilian	
National	Data	Protection	Authority	(ANPD)	against	Meta,	the	authority	argued	that	

 
4	eg	see	https://dl.acm.org/doi/abs/10.1145/3442188.3445922;		
5	https://www.theverge.com/2024/9/18/24248471/linkedin-ai-training-user-accounts-data-opt-in		

https://dl.acm.org/doi/abs/10.1145/3442188.3445922
https://www.theverge.com/2024/9/18/24248471/linkedin-ai-training-user-accounts-data-opt-in
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data	subjects	could	not	reasonably	expect	their	personal	data	to	be	used	for	training	
Meta’s	 AI	 models.	 The	 data	 in	 question	 was	 primarily	 shared	 within	 a	 social	
networking	context	for	purposes	such	as	connecting	with	family	and	friends,	not	for	
AI	 training.	This	 example	highlights	how	 the	original	 context	 and	purpose	of	 data	
collection	 play	 a	 pivotal	 role	 in	 assessing	 reasonable	 expectations.	
	

29. Timing	is	another	critical	factor	influencing	reasonable	expectations.	Many	privacy	
policy	changes	introducing	AI	training	as	a	purpose	for	data	use	are	relatively	new,	
whereas	the	data	used	for	training	was	often	collected	long	before	such	changes	were	
implemented.	 This	 disconnect	 further	 underscores	 the	 challenges	 in	 aligning	
individuals'	reasonable	expectations	with	the	evolving	practices	of	controllers.	For	
example,	the	CJEU’s	recent	ruling	that	personal	information	shared	on	social	media	
does	 not	 equate	 to	 consent	 or	 reasonable	 expectation	 for	 its	 use	 in	 personalised	
advertising	 is	 highly	 relevant	 here.	 The	 theory	 of	 contextual	 integrity	 appears	 to	
underpin	 this	 reasoning,	 emphasising	 that	data	disclosed	within	a	 specific	 context	
does	not	imply	blanket	permissions	for	unrelated	purposes,	such	as	AI	training.	This	
directly	 counters	 the	 assumption	 that	 public	 disclosure	 equates	 to	 relinquishing	
control	over	the	data’s	future	use.	

30. The	evaluation	of	reasonable	expectations	might	benefit	from	empirical	research,	yet	
to	date,	there	is	little	evidence	exploring	how	average	individuals	perceive	the	use	of	
their	 personal	 data	 for	 AI	 training	 purposes.	 This	 lack	 of	 data	 is	 particularly	
significant	 given	 the	 novelty	 of	 the	 phenomenon.	 Anecdotal	 evidence,	 such	 as	 the	
backlash	 against	 LinkedIn’s	 default	 toggle	 enabling	 data	 usage	 for	 AI	 training,	
underscores	 public	 concern	 and	 confusion	 around	 such	 practices.	 These	 debates,	
which	have	garnered	significant	attention	on	 social	media	platforms,	highlight	 the	
need	for	rigorous	and	systematic	evaluation	to	 inform	regulatory	decision-making.	
Nevertheless,	enforcement	cases	suggest	that	the	reasonable	expectation	test	may	not	
be	 purely	 empirical	 matter	 but	 rather	 one	 that	 can	 be	 influenced	 and	 shaped	 by	
controllers’	actions.	As	suggested	in	the	ADPD/Meta	case6,	controllers	can	fulfil	this	
requirement	by	providing	clear	and	precise	information	to	data	subjects	(ensuring	
transparency)	and	offering	accessible,	effective	mechanisms	for	the	exercise	of	rights.		
	

31. Additionally,	 some	 authorities	 tend	 to	 draw	 on	 existing	 literature	 and	 case	 law	
concerning	 the	 reasonable	 expectation	 of	 privacy,	 applying	 insights	 from	 this	
jurisprudence	to	legitimate	interest	cases.	While	this	approach	offers	a	useful	starting	
point,	 it	often	overlooks	nuanced	differences	between	the	privacy	expectation	 test	
and	 the	 specific	 requirements	 of	 GDPR’s	 legitimate	 interest	 framework.	
	

32. Determining	 reasonable	 expectation	 has	 profound	 implications	 for	 evaluating	
whether	and	how	legitimate	interest	may	be	overridden	by	the	rights	and	interests	of	
data	subjects.	If	data	subjects	do	not	reasonably	expect	their	data	to	be	processed	in	
a	certain	way,	or	if	the	processing	is	likely	to	cause	unwarranted	harm,	the	rights	and	
interests	 of	 data	 subjects	 are	more	 likely	 to	 prevail.	 Consequently,	 the	 legitimate	

 
6	https://fpf.org/blog/processing-of-personal-data-for-ai-training-in-brazil-takeaways-from-anpds-
preliminary-decisions-in-the-meta-case/#9c705cad-33d1-470d-9471-95040Ube7b5a		

https://fpf.org/blog/processing-of-personal-data-for-ai-training-in-brazil-takeaways-from-anpds-preliminary-decisions-in-the-meta-case/#9c705cad-33d1-470d-9471-95040fbe7b5a
https://fpf.org/blog/processing-of-personal-data-for-ai-training-in-brazil-takeaways-from-anpds-preliminary-decisions-in-the-meta-case/#9c705cad-33d1-470d-9471-95040fbe7b5a
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interest	analysis	must	account	for	both	context	and	practical	realities,	incorporating	
transparency	measures	and	robust	safeguards	to	balance	controllers'	interests	with	
data	subjects'	rights	effectively.	
	

33. Further,	in	determining	whether	data	subjects	have	a	reasonable	expectation	of	how	
their	data	will	be	processed,	 it	 is	critical	to	incorporate	an	evaluation	of	AI-related	
risks.	The	UK’s	approach,	which	classifies	both	 invisible	processing	and	AI-related	
processing	 as	 high-risk	 activities,	 offers	 a	 compelling	 example	 of	 how	 this	 can	 be	
operationalised.7	This	classification	acknowledges	the	inherently	opaque	nature	of	AI	
systems	and	the	significant	privacy	implications	of	processing	data	in	ways	that	may	
not	be	immediately	apparent	to	 individuals.	By	designating	such	practices	as	high-
risk,	the	UK	sets	a	higher	bar	for	controllers	to	ensure	transparency	and	inform	data	
subjects	about	how	their	personal	data	is	being	used.	This	approach	also	emphasises	
the	need	for	mitigating	measures	to	address	these	risks,	such	as	the	implementation	
of	robust	safeguards,	comprehensive	transparency	mechanisms,	and	accountability	
frameworks.	
	

Opt	out/the	right	to	object	as	a	must-have.	
	

34. In	 the	 context	 of	 legitimate	 interest	 analysis,	 opt-out	mechanisms	 are	 essential	 to	
balancing	the	rights	and	interests	of	individuals	with	the	operational	needs	of	data	
controllers.	Given	the	complexities	of	AI	training	and	deployment,	obtaining	consent	
from	data	subjects	is	often	impracticable	due	to	the	scale	and	indirect	nature	of	data	
collection.	 Moreover,	 consent	 is	 inherently	 unstable	 for	 controllers,	 as	 it	 can	 be	
withdrawn	 at	 any	 time,	 leading	 to	 operational	 uncertainties.	 In	 this	 light,	 opt-out	
mechanisms	provide	a	minimal	yet	essential	form	of	control,	allowing	data	subjects	
to	exercise	their	rights	while	enabling	controllers	to	process	data	responsibly.	
	

35. Recent	 regulatory	 actions	 have	 highlighted	 significant	 issues	 with	 the	
implementation	of	opt-out	mechanisms.	Even	where	opt-out	options	are	provided,	
they	 are	 often	 embedded	 with	 dark	 patterns—design	 tactics	 that	 intentionally	
increase	the	difficulty	for	individuals	to	navigate,	locate,	and	effectively	exercise	their	
choices. 8 	These	 patterns,	 such	 as	 convoluted	 interfaces	 or	 misleading	 options,	
undermine	 the	 spirit	 of	 transparency	and	 fairness	 required	under	data	protection	
principles.	 Our	 survey	 provisionally	 shows	 (in	 the	 appendix	 II)	 that	 opt-out	
mechanisms,	when	designed	to	be	user-friendly	and	accessible,	are	both	technically	
feasible	 and	 increasingly	 adopted	 by	 AI	 developers,	 either	 voluntarily	 or	 under	
regulatory	pressure.	

	
36. While	opt-out	mechanisms	may	be	perceived	by	some	as	offering	a	reduced	level	of	

protection	 compared	 to	 explicit	 consent,	 they	 represent	 a	 practical	 and	 effective	
 

7	https://ico.org.uk/about-the-ico/ico-and-stakeholder-consultations/ico-consultation-series-on-generative-
ai-and-data-protection/		
8	Eg	xee	v	

https://ico.org.uk/about-the-ico/ico-and-stakeholder-consultations/ico-consultation-series-on-generative-ai-and-data-protection/
https://ico.org.uk/about-the-ico/ico-and-stakeholder-consultations/ico-consultation-series-on-generative-ai-and-data-protection/


 12 

means	 of	 addressing	 the	 power	 imbalance	 between	 controllers	 and	 individuals.	
Moreover,	 opt-out	 mechanisms	 align	 with	 the	 proportionality	 principles	
underpinning	 legitimate	 interest,	 as	 they	 provide	 a	 means	 of	 safeguarding	 data	
subjects’	rights	without	imposing	undue	burdens	on	controllers.	For	instance,	several	
leading	 AI	 developers	 have	 already	 implemented	 opt-out	 options	 to	 enhance	
transparency	 and	 accountability	 in	 their	 data	 processing	 practices,	 reflecting	 the	
growing	feasibility	and	acceptance	of	such	measures.	Given	the	critical	role	of	opt-out	
mechanisms	in	mitigating	risks	and	enhancing	data	subject	control,	it	is	imperative	
that	they	are	explicitly	addressed	in	regulatory	guidance.	While	the	GDPR	does	not	
mandate	opt-out	in	every	context,	its	inclusion	as	a	strongly	recommended	practice	
or,	where	necessary,	a	mandatory	requirement	for	high-risk	processing	activities	like	
AI	training	would	provide	greater	legal	certainty	and	practical	clarity.	This	approach	
would	ensure	that	data	subjects	retain	meaningful	control	over	their	personal	data	
while	 supporting	 controllers	 in	 navigating	 the	 complexities	 of	 legitimate	 interest	
analysis	in	an	AI-driven	world.	

The	conceptualisation	of	generative	AI	risks	and	its	implications	for	the	balancing	
test	

37. Lastly,	a	concerning	trend	 in	the	application	of	 the	balancing	test	under	 legitimate	
interest	 is	 the	 tendency	 to	 downplay	 the	 risks	 associated	 with	 AI	 training.	 Some	
regulators	 and	 stakeholders,	 such	 as	 Baden-Württemberg,	 have	 characterised	 the	
processing	of	training	datasets	as	low	risk	or	involving	minimal	personal	information.	
We	find	this	depiction	in	this	updated	guideline9	on	AI	particularly	problematic:		
	

	
	

38. This	perspective	overlooks	key	 factors	 that	 fundamentally	differentiate	AI	 training	
from	other	forms	of	data	processing	and	underestimates	the	potential	for	significant	
privacy	risks.	
	

39. One	 critical	 oversight	 in	 this	 approach	 is	 the	 ignorance	 of	 how	 algorithms	 retain	
information	during	training.	AI	models,	particularly	large	language	models	and	other	
generative	AI	systems,	are	known	to	inadvertently	"remember"	data	points	from	the	
training	 datasets. 10 	This	 memory	 poses	 substantial	 privacy	 risks,	 especially	 in	
scenarios	 where	 adversarial	 attacks	 or	 intentional	 probing	 can	 expose	 sensitive	
information	embedded	in	the	model.	Such	attacks,	which	exploit	vulnerabilities	in	AI	
systems,	can	lead	to	the	unintentional	disclosure	of	personal	data	that	the	controller	

 
9	https://www.baden-wuerttemberg.datenschutz.de/legal-bases-in-data-protection-for-ai/	
10	https://royalsocietypublishing.org/doi/10.1098/rsta.2018.0083	
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may	not	even	realise	has	been	retained.	This	amplifies	privacy	risks	in	ways	that	go	
beyond	 the	 initial	 data	 collection	 and	 processing	 stages,	 requiring	 careful	
consideration	 and	 mitigation.	
	

40. Moreover,	 the	 assumption	 that	 AI	 training	 constitutes	 low-risk	 processing	 often	
ignores	the	fact	that	privacy	risks	do	not	solely	hinge	on	the	controller’s	intention	or	
the	 likelihood	 of	 identification.	 Even	 in	 cases	 where	 the	 controller	 claims	 to	
anonymize	 or	 aggregate	 data,	 re-identification	 risks	 persist,	 particularly	 when	
datasets	are	large,	complex,	or	combined	with	external	information.	Advances	in	data	
analysis	 techniques	 have	 made	 it	 increasingly	 possible	 to	 reverse-engineer	
anonymized	 datasets,	 further	 undermining	 claims	 of	 low-risk	 processing.	 The	
balancing	test	must	account	for	these	evolving	technical	realities,	emphasising	that	
the	absence	of	explicit	identification	intentions	does	not	equate	to	minimal	risk.	
	

41. An	equally	significant	concern	is	the	phenomenon	of	AI	systems	fabricating	personal	
information,	commonly	referred	to	as	the	"hallucination	problem."11	In	these	cases,	
AI	models	generate	content	that	appears	plausible	but	includes	fabricated	personal	
data,	 creating	 new	 and	 unforeseen	 privacy	 risks.	 These	 risks	 are	 particularly	
problematic	because	the	fabricated	information	may	be	attributed	to	real	individuals,	
leading	to	reputational	damage,	misinformation,	or	even	legal	liabilities.	The	potential	
for	such	outcomes	demonstrates	that	privacy	risks	in	AI	training	are	not	limited	to	
the	 initial	 datasets	 but	 extend	 to	 how	 the	 trained	 models	 operate	 and	 generate	
outputs.	This	issue	highlights	the	need	for	clearer	guidance	at	the	EU	level,	addressing	
the	 specific	 risks	 associated	 with	 hallucination	 and	 offering	 best	 practices	 for	
controllers	 to	 mitigate	 these	 risks	 effectively.	 Ultimately,	 the	 diffuse	 nature	 of	 AI	
training	and	its	potential	to	create	systemic	risks	require	a	more	rigorous	approach	
to	 risk	 evaluation.	 Controllers	must	 recognise	 the	 unique	 challenges	 posed	 by	 AI	
training,	including	algorithmic	memory,	adversarial	vulnerabilities,	re-identification	
risks,	 and	 the	 hallucination	 problem.	 Targeted	 safeguards,	 such	 as	 stricter	 data	
minimization	 protocols,	 robust	 adversarial	 testing,	 and	 enhanced	 transparency	
measures,	 are	 essential	 to	 addressing	 these	 challenges.	 EU-level	 guidance	 should	
provide	clarity	on	these	issues,	ensuring	that	the	balancing	test	is	applied	in	a	manner	
that	fully	accounts	for	the	complexities	of	AI	training	and	protects	data	subjects	from	
both	immediate	and	latent	privacy	harms.	
	

42. Finally,	a	critical	yet	often	overlooked	element	in	the	legitimate	interest	analysis	is	the	
assessment	of	risks	to	children,	particularly	in	contexts	where	AI	systems	are	involved.	
While	this	aspect	has	been	engaged	in	regulatory	investigations,	such	as	the	ANPD’s	
investigation	into	Meta	and	the	Garante’s	investigation	into	OpenAI,	it	has	ultimately	
been	sidelined	 in	 the	 rinal	outcomes.	This	omission	 is	 concerning,	 especially	given	
recent	 tragic	 incidents,	 such	 as	 the	 widely	 publicised	 case	 involving	 a	 user	 of	
Character	 AI,	which	 highlight	 the	 profound	 risks	 AI	 systems	 can	 pose	 to	 children.	
These	 risks	 include	 inappropriate	 interactions,	 emotional	 manipulation,	 and	 the	
exploitation	 of	 sensitive	 data.	 To	 address	 these	 concerns,	 the	 legitimate	 interest	

 
11	Eg	https://noyb.eu/en/chatgpt-provides-false-information-about-people-and-openai-cant-correct-it	
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analysis	 should	 explicitly	 require	 a	 children’s	 risk	 assessment	when	personal	 data	
processing	could	directly	or	indirectly	impact	minors.	Such	an	approach	aligns	with	
emerging	regulatory	trends,	including	the	Digital	Services	Act	(DSA),	which	calls	for	
heightened	protections	for	children	and	is	currently	undergoing	rerinement	through	
inputs	solicited	by	the	European	Commission.	Incorporating	this	requirement	into	the	
legitimate	 interest	 framework	 would	 provide	 clearer	 safeguards	 for	 vulnerable	
populations	and	ensure	that	controllers	take	proactive	steps	to	mitigate	risks	in	AI-
related	data	processing.	 	



 15 

Appendix	 I	 Guidelines	 issued	 by	 data	 protection	
authorities	concerning	the	training	of	AI	models	and	its	
legal	basis	
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Appendix	 II	 A	 selected	 sample	 of	 corporate	 policies	
concerning	the	user’s	option	to	opt	out	of	AI	training	
	
AI	Model/AI 模

型	
用户选择/User	Choice	 控制方式 /Means	 of	

Control	
不 允 许 训 练 的 后 果 /Function	
Restriction	

Anthropic	 不可以主动关闭/No	 Choice	
Offered	 无/None	 无/None	

OpenAI	 可以主动关闭/Opt	out	 控制面板选项/Toggle	 无/None	

Falcon	 不可以主动关闭/No	 Choice	
Offered	 无/None	 无/None	

Meta	 可以删除聊天记录 /chat	
history	erasure	

聊 天 中 输 入 口 令
/Command	

不能访问之前的聊天记录 /Chat	
History	Disabled	

Google	 可以主动关闭/Opt	out	 控制面板选项/Toggle	 无/None	

Inflection	 不可以主动关闭/No	 Choice	
Offered	 无/None	 无/None	

Microsoft	 可以删除聊天记录 /chat	
history	erasure	 设置中删除/Settings	

不能访问之前的聊天记录 /Chat	
History	Disabled	

Perplexity	 可以主动关闭/Opt	out	 控制面板选项/Toggle	 无/None	

Cohere	 可以主动关闭/Opt	out	 控制面板选项/Toggle	 无/None	

Midjourney	 不可以主动关闭/No	 Choice	
Offered	 无/None	 无/None	

Mistral	 付费退出使用/Pay	to	opt	out	控制面板选项/Toggle	 无/None	

Runway	 不可以主动关闭/No	 Choice	
Offered	 无/None	 无/None	

Stability	 不可以主动关闭/No	 Choice	
Offered	 无/None	 无/None	

Cici	 不可以主动关闭/No	 Choice	
Offered	 无/None	 无/None	

Coze	 不可以主动关闭/No	 Choice	
Offered	 无/None	 无/None	

Parallel		 不可以主动关闭/No	 Choice	
Offered	 无/None	 无/None	

Butterfly	 不可以主动关闭/No	 Choice	
Offered	 无/None	 无/None	

Bagelbell	
(Parallel)	

不可以主动关闭/No	 Choice	
Offered	 无/None	 无/None	

	


